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Background

I Build a neural network to classify images.

I Optimize parameters of the model to get a good classification
rate.

I Use SGD to learn these parameters.



Problem

I Training on CPU takes a lot of time (order of days for big
models)

I Solution: Use optimized GPU libraries for subroutine calls
(training takes order of hours).



Empirical analysis on speed-up
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Can we do better?

I Multi-threading (embarrassingly parallel)

I Distributed learning
I Model Parallelism
I Data Parallelism



Data Parallelism

I Data stored across multiple machines.

I Parameters stored on the driver machine.



Data Parallelism - Parameter update

I Synchronous update:
I Parallel SGD
I Alternating Direction Method of Multipliers

I Asynchronous update:
I Downpour SGD
I Dogwild (Distributed Hogwild!)

I Analysis in the report
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